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Background

## Transfinitist mathematics

Assumption of infinity:

- Numbers
- Enumerations
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## Finitism

- Finite proofs
- Finite descriptions of proofs
- Examination of infinite proofs is unfeasible


## Physical limits



Figure 1: Observable universe in $\log$ scale
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- Feasible numbers (Sazonov 1995)
- Limit of observable universe (Lloyd 2002)
- Physical limits of accuracy (Gisin 2019)
- Limit of computational density (Krauss and Starkman 2004)
- Gorelik-Bremermann limit (Gorelik 2010)
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## Bumpy road to ultrafinitism

- "no satisfactory developments exist" (Troelstra 1988)
- Bounded Arithmetic (Krajicek 1995)
- Primitive Recursive Functions are not all finitist functions (Schirn and Niebergall 2005)
- naive finitism logic as inconsistent (Dummett 1975; Magidor 2007)
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## Proposed: ultraconstructivism

- consider only constructive developments
- carry explicit computational bounds
- check that proof exists within those bounds

Consistent Ultrafinitist Logic

## Syntax

## Sizes

$\begin{array}{ll}\text { Size variables: } & v \in V \\ \text { Positive naturals: } & i \in \mathbb{N} \backslash\{0\}\end{array}$

## Cost polynomials

$$
n \geq 1
$$

Polynomials:
Data size bounds:

$$
\begin{array}{rll}
\rho & ::= & v|i| \rho+\rho|\rho * \rho| \rho^{\rho}|\operatorname{iter}(\rho, \rho, v)| \rho \llbracket v / \rho \rrbracket \\
\alpha & ::= & \rho
\end{array}
$$

$$
\text { Computation bounds: } \beta::=\rho
$$

Iterated function composition: iter $\left(\rho_{1}, \rho_{2}, v\right)$ Function $\rho_{1}$ with a bound variable $v$ is iterated $\rho_{2}$ times.

## Types

$\begin{array}{lll}\text { Type or term variables: } & x & \in \\ \text { Types: } & \tau::=v|\tau \wedge \tau| \tau \vee \tau\left|\forall x_{v}: \tau \rightarrow{ }_{\beta}^{\alpha} \tau\right| \perp \mid \circ \\ \text { Environments: } & \Gamma::=v_{1}: \tau_{\beta_{1}}^{1}, \ldots, \tau_{\beta_{n}}^{n} \\ \text { Judgements: } & J::=\Gamma \vdash_{\beta}^{\alpha} E: \tau\end{array}$
$x_{v}$ - term variable $x$ with its size bound by size variable $v$
Notation $\forall x_{v}: A \Longrightarrow{ }_{\beta(v)}^{\alpha(v)} B$ binds proof variable $x$ with type of $A$, and then bound in polynomials $\alpha(v)$ for complexity and $\beta(v)$ for depth of the normalized term.

## Proof terms

Terms: $\quad E \quad::=v|\lambda v \cdot E| i n_{r}(E)\left|i n_{l}(E)\right|(E, E) \mid()$

$$
\text { case } E \text { of } \begin{aligned}
i n_{1}(v) & \rightarrow E ; \\
i n_{r}(v) & \rightarrow E ;
\end{aligned}
$$

$\beta_{i}$ is an upper bound on depth of term proving $A^{i}$.

## Judgements

$$
\begin{array}{ll}
\text { Type or term variables: } & x \in X \\
\text { Types: } & \tau::=\vee|\tau \wedge \tau| \tau \vee \tau\left|\forall x_{v}: \tau \rightarrow{ }_{\beta}^{\alpha} \tau\right| \perp \mid \circ \\
\text { Environments: } & \Gamma::=v_{1}: \tau_{\beta_{1}}^{1}, \ldots, \tau^{n} \beta_{n} \\
\text { Judgements: } & J::=\left\ulcorner\vdash_{\beta}^{\alpha} E: \tau\right.
\end{array}
$$

- $x_{v}$ - variable its size bound variable
- $\alpha_{i}$ is an upper bound on computation steps needed to evaluate $A^{i}$.
- $\beta_{i}$ is an upper bound on depth of term proving $A^{i}$.

Rules

## Variables

$$
\frac{\Gamma \vdash \vdash_{\beta}^{\alpha} y_{\beta}: A \quad v \in V}{\Gamma, x_{\beta}: A \vdash{ }_{\beta}^{1} x: A} \operatorname{var}
$$

## Unit type

$$
\overline{\Gamma \vdash_{\beta}^{1}(): 0} \text { unit }
$$

## Subsumption

$$
\frac{\Gamma \vdash_{\beta_{1}}^{\alpha_{1}} e: A \quad \alpha_{1} \leq \alpha_{2} \quad \beta_{1} \leq \beta_{2}}{\Gamma \vdash_{\beta_{2}}^{\alpha_{2}} e: A} \text { subsume }
$$

Positive polynomials for easy bounds

## Positive polynomials for easy bounds

$$
\begin{gathered}
x, y, e, f, g, h \geq 1 \\
a, b \geq 0
\end{gathered}
$$

(1) $a * x^{e}+b * x^{f} \leq(a+b) * x^{f}$
(2) $a * x^{e} * y^{g} \leq a * x^{f} * y^{h}$
(3) $\operatorname{iter}(e, g, x) \leq \operatorname{iter}(f, h, x)$
(4) $\operatorname{iter}(a * x, e, x)=a^{e} * x$
(5) $\operatorname{iter}(x+a, e, x)=x+a * e$
(6) $\quad \operatorname{iter}\left(x^{e}, g, x\right)=x^{e^{g}}$

## Conjunction

$$
\begin{gathered}
\Gamma \vdash_{\beta_{1}}^{\alpha_{1}} a^{1}: A^{1} \quad \Gamma \vdash_{\beta_{2}}^{\alpha_{2}} a^{2}: A^{2} \\
\left.\Gamma \vdash_{\max }^{\alpha_{1}+\alpha_{2}}, \beta_{2}\right)+1 \\
\left(a^{1}, a^{2}\right): A^{1} \wedge A^{2} \\
\text { pair } \\
\frac{\Gamma \vdash_{\beta+1}^{\alpha} e: A^{1} \wedge A^{2} \quad i \in\{1,2\}}{\Gamma \vdash_{j}^{\alpha+1} p r j_{i} e: A^{i}} p r j_{i}
\end{gathered}
$$

## Alternative

$$
\frac{\Gamma \vdash_{\beta}^{\alpha} e: A^{i} \quad i \in\{I, r\}}{\Gamma \vdash_{\beta+1}^{\alpha+1} i n_{i}(e): A^{1} \vee A^{2}} i n j
$$

$$
\frac{\Gamma \vdash_{\beta_{\vee}+1}^{\alpha_{\vee}} a: A^{1} \vee A^{2} \quad \Gamma, x: A_{\beta_{\vee}}^{1} \vdash_{\beta_{1}}^{\alpha_{1}} b: B \quad \Gamma, y: A_{\beta_{\vee}}^{2} \vdash_{\beta_{2}}^{\alpha_{2}} c: B}{\Gamma \vdash_{\max \left(\beta_{1}, \beta_{2}\right)}^{\left.\alpha, \alpha_{1}\right)+\alpha_{2}\left(\alpha_{1}\right)} \text { case a of } \begin{array}{l}
\operatorname{in}_{l}(x) \\
i n_{r}(y)
\end{array} \rightarrow b ;: B} \text { case }
$$

## Abstraction and application

$$
\begin{gathered}
\frac{\Gamma, x_{v}: A \vdash_{\beta(v)}^{\alpha(v)} e: B}{\Gamma \vdash_{\beta(1)+1}^{\alpha(1)+1} \lambda x . e: \forall a_{v}: A \rightarrow{ }_{\beta(v)}^{\alpha(v)} B} a b s \\
\frac{\Gamma \vdash_{\beta_{1}}^{\alpha_{1}} e: \forall a: A_{v} \rightarrow_{\beta_{2}(v)}^{\alpha_{2}(v)} B \Gamma \vdash_{\beta_{3}}^{\alpha_{3}} a: A}{\Gamma \vdash_{\beta_{2}\left(\beta_{3}\right)}^{\alpha_{1}+\alpha_{2}\left(\beta_{3}\right)+\alpha_{3}} e a: B} a p p
\end{gathered}
$$

Please note that notation $\forall x_{v}: A \rightarrow_{\beta(v)}^{\alpha(v)} B$ has a size variable $v$ declared as a depth of term variable $x$, and then bound in polynomials $\alpha(v)$ and $\beta(v)$

The notation $\alpha(1)$ is a shortcut for $\alpha \llbracket 1 / v \rrbracket$ in the rules abs and app.

## Recursion

$$
\frac{\Gamma \vdash_{\beta_{1}}^{\alpha_{1}} f: A_{v} \rightarrow{ }_{\beta_{2}\left(v_{2}\right)}^{\alpha_{2}\left(v_{1}\right)} A \Gamma \vdash_{\beta_{3}}^{\alpha_{3}} k: B \quad \Gamma \vdash_{\beta_{4}}^{\alpha_{4}} a: A}{\Gamma \vdash_{\left.\beta_{1} \llbracket i t e r\left(\beta_{2}, \beta_{3}, v_{2}\right) \llbracket \beta_{3} / v_{2}\right) \rrbracket /[\rrbracket}^{\alpha_{1}+\alpha_{3}+\operatorname{lit}\left(v_{1} \rrbracket+\alpha_{4}+1\right.} \operatorname{rec}(f, k, a): B} r e c
$$

$\operatorname{rec}(f, k, a)$ iterates function $f$ at $k$ times over $a$.

Consistency
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## Consistency

- Every rule beside subsume and rec is present in intuitionistic logic.
- rec $f k a$ can be understood as $k$ unfoldings of app: $f(f(. .(a)))$
- Hence consistency by embedding in IL: all instance of the statements can be reduced to finite IL proofs
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## Expressivity

- Can express bounded loop programs (Meyer and Ritchie 1967)
- Loop programs are primitive-recursive-complete
- Bounds computable in advance - at least primitive recursive
- Bounded Post-Turing machine
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## Emulation completeness

## Theorem

Assume a time complexity $c(x)$ for program (or proof) s that can be encoded as CUFL bounds. Iff we can emulate (encode evaluation) of $f(x)$ with an overhead $e$ for each step, then we can prove that complexity of evaluating s is $e * c(x)+c c(x)$.

Post-Turing machine step can be easily emulated in $\log ^{2}(|\Sigma|)$.

# Proof of emulation completeness 

## Proof of emulation completeness

## Proof.

Assuming that $e(f)$ is function emulation in CUFL, we can write proof expression $\operatorname{iter}(e(f), e(c), x)$. This expression evaluated encoded $s$ and has exactly the assumed complexity

Meta-reasoning

## Meta-reasoning

We can encode bounds as terms:

$$
\begin{aligned}
& \operatorname{Var}_{\beta} \quad=\operatorname{Nat}_{\beta} \\
& \text { Bound }_{\beta+1} \quad=\quad \text { Var } \vee \operatorname{Nat}_{\beta} \vee \circ \vee\left(\text { Bound }_{\beta}, \text { Bound }_{\beta}\right) \\
& \vee\left(\text { Bound }_{\beta}, \text { Bound }_{\beta}\right) \\
& \vee\left(\text { Bound }_{\beta}, \text { Bound }_{\beta}\right) \vee\left(\text { Bound }_{\beta},\left(\text { Bound }_{\beta}, \text { Var }\right)\right) \\
& \vee\left(\text { Bound }_{\beta},\left(\text { Var, Bound }{ }_{\beta}\right)\right) \\
& \llbracket v \rrbracket \quad=i n_{l}\left(i n_{l}\left(i n_{l}(\mathbb{B}(v))\right)\right) \\
& \llbracket i \rrbracket \quad=i n_{l}\left(i n_{l}\left(i n_{r}(i)\right)\right) \\
& \llbracket() \rrbracket \quad=i n_{l}\left(i n_{l}\left(i n_{r}(())\right)\right) \\
& \llbracket \rho_{1}+\rho_{2} \rrbracket \quad=\quad i n_{l}\left(\operatorname{in}_{r}\left(i n_{r}\left(\left(\llbracket \rho_{1} \rrbracket, \llbracket \rho_{2} \rrbracket\right)\right)\right)\right) \\
& \llbracket \rho_{1} * \rho_{2} \rrbracket \quad=\quad \operatorname{in}_{r}\left(i n_{l}\left(i n_{l}\left(\left(\llbracket \rho_{1} \rrbracket, \llbracket \rho_{2} \rrbracket\right)\right)\right)\right) \\
& \llbracket \rho_{1}^{\rho_{2} \rrbracket} \quad=\operatorname{in}_{r}\left(i n_{l}\left(i n_{r}\left(\left(\llbracket \rho_{1} \rrbracket, \llbracket \rho_{2} \rrbracket\right)\right)\right)\right) \\
& \llbracket \operatorname{iter}\left(\rho_{1}, \rho_{2}, v\right) \rrbracket=i n_{r}\left(\operatorname{in}_{r}\left(i n_{l}\left(\left(\llbracket \rho_{1} \rrbracket,\left(\llbracket \rho_{2} \rrbracket, \mathbb{B}(v)\right)\right)\right)\right)\right) \\
& \llbracket \rho_{1} \llbracket \rho / v \rrbracket \rrbracket=\operatorname{in}_{r}\left(\operatorname{in}_{r}\left(i n_{r}\left(\left(\llbracket \rho_{1} \rrbracket,\left(\llbracket \rho_{2} \rrbracket, \mathbb{B}(v)\right)\right)\right)\right)\right)
\end{aligned}
$$

Meta-reasoning 2

## Meta-reasoning 2

We can also encode types:

$$
\begin{array}{ll}
\llbracket A \vee B \rrbracket & =\operatorname{in}_{l}\left(i i_{l}((\llbracket A \rrbracket, \llbracket B \rrbracket))\right) \\
\llbracket A \wedge B \rrbracket & =i i_{l}\left(i n_{r}((\llbracket A \rrbracket, \llbracket B \rrbracket))\right) \\
\llbracket \forall x_{v}: A \rightarrow{ }_{\beta}^{\alpha} B \rrbracket & =\operatorname{in}_{r}\left(i_{1}\left(\left(\lambda x: A \cdot \llbracket B \rrbracket,\left(\lambda v: \operatorname{Nat}_{v} \cdot \llbracket \alpha \rrbracket, \lambda v: \operatorname{Nat}_{v} \cdot \llbracket \beta \rrbracket\right)\right)\right)\right) \\
\llbracket \circ \rrbracket & =\operatorname{in}_{r}\left(i n_{r}(())\right)
\end{array}
$$

Meta-reasoning 3

## Meta-reasoning 3

Finally we can encode the proof terms:

$$
\begin{aligned}
& \llbracket x_{v} \rrbracket \quad=i n_{l}\left(i n_{l}\left(i n_{l}\left(i n_{l}((\mathbb{B}(x), v))\right)\right)\right) \\
& \llbracket \operatorname{subsume}(A, B) \rrbracket=i n_{l}\left(i n_{l}\left(i n_{l}\left(i n_{r}\left(\left(\llbracket B \rrbracket_{\text {Bound }}, \llbracket A \rrbracket\right)\right)\right)\right)\right) \\
& \llbracket u n i t \rrbracket \quad=i n_{l}\left(i n_{l}\left(i n_{r}\left(i n_{l}(())\right)\right)\right) \\
& \llbracket i n_{l}(A) \rrbracket \quad=i n_{l}\left(i n_{l}\left(i n_{r}\left(i n_{r}(A)\right)\right)\right) \\
& \llbracket i n_{r}(A) \rrbracket \quad=i n_{l}\left(i n_{r}\left(i n_{l}\left(i n_{l}(A)\right)\right)\right) \\
& \llbracket p r j_{l} A \rrbracket \quad=i n_{l}\left(i n_{r}\left(i n_{l}\left(i n_{r}(A)\right)\right)\right) \\
& \llbracket p r j_{r} A \rrbracket \quad=i n_{l}\left(i n_{r}\left(i n_{r}\left(i n_{l}(A)\right)\right)\right) \\
& \llbracket(A, B) \rrbracket \quad=\quad i n_{l}\left(i n_{r}\left(i n_{r}\left(i n_{r}((\llbracket A \rrbracket,(\operatorname{interpB},,)))\right)\right)\right) \\
& \llbracket a p p(A, B) \rrbracket \quad=\quad i n_{r}\left(i n_{l}\left(i n_{l}\left(i n_{l}((\llbracket A \rrbracket, \llbracket B \rrbracket))\right)\right)\right) \\
& \llbracket a b s \lambda x_{v} \cdot A \rrbracket \quad=\quad \operatorname{in}_{r}\left(i i_{l}\left(i n_{l}\left(i n_{r}(((\mathbb{B}(x), \mathbb{B}(v)), \llbracket A \rrbracket))\right)\right)\right) \\
& \llbracket r e c \rrbracket \quad=\quad i n_{r}\left(i n_{l}\left(i n_{r}\left(i n_{l}(((\llbracket A \rrbracket, \llbracket B \rrbracket), \mathbb{B}(v)))\right)\right)\right)
\end{aligned}
$$

Meta-reasoning 4

## Meta-reasoning 4

## Theorem

Emulation completeness of ULF can be proven in itself.
The naive interpreter can be improved by applying CPS transformation, $O(\lg (|v|))$ dictionary lookups, and higher-order abstract syntax to avoid traversing entire term on substitution.
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## Problems stated

1. First we need to compute bound is within our limit
2. Then we are guaranteed that we have an answer within given time.
3. We may likewise bound computation of bounds.
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## Avoiding infinities

- use convergent series instead of reals (Zeilberger 2010)
- statements about finite descriptions instead of infinite series
- avoids implicit infinities in statement of the problem
- for example: every statement about all natural numbers is statement about infinity
- avoid transfinite ordinals
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## Consequences

- Bounded time-to-answer (when)
- Redefines logical expressivity
- Redefines decidability (what and when)
- Only computable functions
- Avoids semidecidability paradox
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## Future work

- List paradoxes reverted
- Theorem prover
- Amortized cost 1
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## Conclusion

- Ultrafinitism is consistent
- Consistency by embedding in intuitionistic logic
- Ultrafinitism expresses arithmetic
- Bounded time-to-answer
- Semidecidability as paradox
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